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Abstract

Today’s most advanced multimodal models remain pro-
prietary. The strongest open-weight models rely heavily
on synthetic data from proprietary VLMs to achieve good
performance, effectively distilling these closed models into
open ones. As a result, the community is still missing foun-
dational knowledge about how to build performant VLMs
from scratch. We present Molmo, a new family of VLMs that
are state-of-the-art in their class of openness. Our key inno-
vation is a novel, highly detailed image caption dataset col-
lected entirely from human annotators using speech-based
descriptions. To enable a wide array of user interactions,
we also introduce a diverse dataset mixture for fine-tuning
that includes in-the-wild Q&A and innovative 2D pointing
data. The success of our approach relies on careful choices
for the model architecture details, a well-tuned training
pipeline, and, most critically, the quality of our newly col-
lected datasets, all of which will be released. The best-in-
class 72B model within the Molmo family not only outper-
forms others in the class of open weight and data models
but also compares favorably against proprietary systems
like GPT-4o, Claude 3.5, and Gemini 1.5 on both academic
benchmarks and human evaluation.

We will be releasing all of our model weights, captioning
and fine-tuning data, and source code in the near future. Se-
lect model weights, inference code, and demo are available
at https://molmo.allenai.org.

∗Equal contribution

1. Introduction

Extensions to large language models (LLMs) that process
images in addition to text have resulted in impressive mul-
timodal capabilities, such as generating comprehensive im-
age descriptions and accurately answering complex visual
questions. The most performant of these vision-language
models (VLMs), however, remain proprietary with neither
model weights, data, nor code being publicly released.

With the goal of fostering scientific exploration, numer-
ous research efforts have attempted to reproduce similar
capabilities in open models. Early works, exemplified by
LLaVA [15], produced fully open weights and training data
but now lag significantly behind the state-of-the-art. More
recent, stronger open-weight models have trended towards
less open data: the training data may either be proprietary
(e.g., [5]) or, in cases where it is released, there is a heavy
reliance on synthetic data generated by proprietary systems,
e.g., models are trained on datasets like ShareGPT4V [7]
which uses GPT-4V [25] to generate a large set of detailed
image captions. The resulting VLMs, therefore, are effec-
tively distillations of proprietary VLMs, and the scientific
community is still missing foundational knowledge about
how to build performant VLMs from scratch.

In this work, we present the Molmo (Multimodal Open
Language Model) family of state-of-the-art open VLMs
with released model weights and released vision-language
training data without any reliance on synthetic data from
other VLMs, including proprietary ones. This result is
achieved with a simple training pipeline in which we con-
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nect an independently pre-trained, off-the-shelf vision en-
coder and language model and jointly train the resulting
VLM to generate captions from a newly collected dataset
of detailed, high-quality, dense image descriptions. After
joint training, we follow standard practice and use super-
vised fine-tuning to produce an instruction following model.
Unlike other contemporary open VLMs, we avoid multi-
ple pre-training stages that involve freezing various parts of
the model and rely on large-scale weakly paired image-text
data, often three orders of magnitude larger than our high-
quality data (e.g., [4, 5]). The success of our approach re-
lies on careful choices for the model architecture details, a
well-tuned training pipeline, and most critically, the quality
of our new datasets, collectively named PixMo (Pixels for
Molmo), all of which will be released.

In practice, it is challenging to collect dense captioning
datasets from human annotators. If asked to write an im-
age description, the result often only mentions a few salient
visual elements [8]. If a minimum word count is enforced,
annotators will either take too long to type, making collec-
tion uneconomical, or copy-and-paste responses from pro-
prietary VLMs, circumventing our goal of avoiding distilla-
tion. As a result, the open research community has strug-
gled to create such datasets without relying on synthetic
data from proprietary VLMs. Our key innovation is a sim-
ple but effective data collection strategy that avoids these
problems: we ask annotators to describe images in speech
for 60 to 90 seconds rather than asking them to write de-
scriptions. We prompt the annotators to describe everything
they see in great detail, including descriptions of spatial po-
sitioning and relationships. Empirically, we found that with
this modality switching “trick” annotators provide far more
detailed descriptions in less time, and for each description,
we collect an audio receipt (i.e., the annotator’s recording)
proving that a VLM was not used.

After training our models to generate dense captions we
fine-tune them on a broad range of use cases with super-
vised training data. This data mixture consists of stan-
dard academic datasets as well as several newly collected
datasets, including a highly diverse set of questions captur-
ing what users in the wild might ask a model, document-
focused question and answer data, analog clock reading
data, and a unique new data source that grounds language in
images with 2D points. This novel pointing data enables our
models to answer some questions more naturally by point-
ing to the pixels that support the answer, improves counting
accuracy (the model counts by pointing), and we believe it
will open up an important future direction in which VLMs
enable agents (e.g., robots, web agents) to act by pointing
in their environments, e.g., to a navigation waypoint, to an
object to pick up, or to a user interface button to press.

We evaluate the Molmo family of models on 11 aca-
demic benchmarks and with a human evaluation that allows
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Figure 1. The Molmo architecture follows the simple and standard
design of combining a language model with a vision encoder. Its
strong performance is the result of a well-tuned training pipeline
and our new PixMo data.

us to rank models by user preference. Our most efficient
model, MolmoE-1B, based on the OLMoE-1B-7B [24]
mixture-of-experts LLM, nearly matches the performance
of GPT-4V on both academic benchmarks and user
preference. Molmo-7B-O and Molmo-7B-D, based on
OLMo-7B [10] and Qwen2 7B [33], respectively, perform
comfortably between GPT-4V and GPT-4o on both aca-
demic benchmarks and user preference. Our best-in-class
Molmo-72B model, based on Qwen2 72B, achieves the
highest academic benchmark score and ranks second by hu-
man preference, just behind GPT-4o. Our best model out-
performs many state-of-the-art proprietary systems, includ-
ing Gemini 1.5 Pro and Flash, and Claude 3.5 Sonnet.

2. Architecture
Our model architecture (Figure 1) follows the simple and
standard design of combining a language model with a vi-
sion encoder (e.g., [15]). It consists of four components:
(1) a pre-processor that converts the input image into a set
of multiscale, multi-crop images, (2) a ViT image encoder
that independently maps each of these images into a set of
vision tokens, (3) a connector that projects the vision tokens
to the language model’s input dimension with an MLP and
then pools the vision tokens to reduce their count, and (4) a
decoder-only Transformer LLM [26, 30].

From this template, we construct a family of models that
is parameterized by the choice of vision encoder and LLM.



Given these choices, the subsequent training data and recipe
are the same for all models (aside from optimizer learning
rates). For the vision encoder, all of our released mod-
els use OpenAI’s ViT-L/14 336px CLIP model [27], which
provides consistently good results (while this model uses
closed data, it can be reproduced from scratch as shown by
MetaCLIP [32]; we use the model from OpenAI because
it was trained for higher resolution images). For the LLM,
we offer a variety of choices at different scales and degrees
of openness: fully open OLMo-7B-1024 (a pre-released
October, 2024 backbone, which will be released at a later
date), fully open OLMoE-1B-7B (our most efficient model),
open-weight Qwen2 7B, and open-weight Qwen2 72B (our
best-performing model).

3. Data and Training
Starting from an independently pre-trained vision encoder
and LLM, our training processing is simple and consists
of only two stages: (1) multimodal pre-training for caption
generation using PixMo-Cap, our newly collected caption
data and (2) supervised fine-tuning using a mixture of aca-
demic datasets and our newly collected supervised PixMo-⋆
family of datasets. All model parameters are updated in
both stages. We do not use RLHF.

Stage 1: Caption generation. In this stage, we join the
vision encoder and LLM with our randomly initialized con-
nector and train all model parameters on the task of caption
generation. We collected the PixMo-Cap training data for
this stage as follows.

We started by sourcing web images according to a di-
verse set of ∼70 high-level topics (e.g., street signs, memes,
food, drawings, websites, blurry photos, etc.), and for each
image we asked three annotators to describe the image in
detail by speaking for at least 60 seconds (in later stages of
collection we increased this to 90 seconds and used a single
annotator per image; we found this was more efficient with-
out a loss in quality). The annotators were prompted with a
list of simple questions to answer in their descriptions:

• What is the image at first glance?
• What are the objects and their counts?
• What does the text say?
• What are the positions of the objects?
• What subtle details are noticeable?
• What is in the background?
• What is the style and color?

The annotators’ audio was then transcribed using an off-
the-shelf speech-to-text system, and then the transcribed
text was processed using a language-only LLM to improve
the text quality (e.g., removing spoken artifacts, normaliz-
ing style). We also created a fourth image description by
asking the language-only LLM to summarize the three orig-
inal transcripts into a single description.

Our training process uses all four of these image LLM-
processed transcripts, when available, as a form of natural-
istic data augmentation. In total, we trained on 712k distinct
images with ∼1.3M captions (including the augmentation).

Stage 2: Supervised fine-tuning. After training for cap-
tioning, we fine-tune all model parameters on a mixture
of supervised training data. This mixture includes com-
mon academic datasets and several new PixMo datasets,
described next.

• PixMo-AskModelAnything: We collected this data
with the goal of enabling the model to answer a diverse
set of questions covering what users might ask it when
deployed in the wild. To create image-question-answer
triplets, we had annotators work with a language-only
LLM. First, an annotator would select an image from a
large pool and then write a question about it. We used
our stage 1 model to generate a dense caption for the im-
age and passed that caption, OCR output for the image
(from a non-VLM, off-the-shelf OCR model), and the
question to a language-only LLM. The LLM provided
an answer (emphasizing again that it had no access to
the image), which the annotator could either accept or
reject. If rejected, they would describe what was wrong
with the answer and ask the LLM to fix it. The annota-
tor iterated this process until the answer was acceptable.
For some of the data, we asked annotators to ask ques-
tions following a specific prompt, including unusual re-
quests such as asking for the answer to be written upside
down (which is possible with Unicode). This dataset has
162k question-answer pairs and 73k images.

• PixMo-Points: We collected pointing data that achieves
three goals: (1) enables the model to point to anything
described by text, (2) enables the model to count by
pointing, and (3) enables the model to use pointing as
a natural form of visual explanation when answering
questions. To collect data for the first two goals, we
asked human annotators to point at something in an im-
age, write a description of it, and then point to every
instance of it in the image (making the pointing exhuas-
tive). We also collected “not present” data so models
can learn to respond appropriately when asked about
something not in the image. This data also naturally al-
lows us to train the model to answer counting questions
with points acting as a form of chain-of-thought. We
collected 2.3M question-point pairs from 428k images.
To enable points as a form of explanation, we followed
the PixMo-AskModelAnything pipeline but augmented
it so that the annotator could pass the LLM a list of text-
annotated points. The LLM was then prompted to use
these points, if appropriate, to support its answer. We
collected 79k question-answer pairs from 29k images.

• PixMo-CapQA: We generated an additional 214k
question-answer pairs from 165k images by prompting



Figure 2. (Left) Average scores on the 11 academic benchmarks. See Table 1 for per-benchmark results. (Right) Elo ratings from our
human preference evaluation.

a language-only LLM to ask and answer questions given
only the ground-truth caption for an image. To increase
diversity, we created a list of high-level topics and styles
and asked the model to use them.

• PixMo-Docs: We prompted an LLM to generate code
for 255k text and figure-heavy images, including charts,
documents, tables, and diagrams. We then prompted the
LLM to generate 2.3M question-answer pairs based on
privileged access to the code (the images were not used).

• PixMo-Clocks: We constructed a new dataset of syn-
thetic analog clocks with questions and answers about
the time. The images were rendered from ∼50 different
watches and a diverse set of ∼160k realistic watch face
styles featuring randomly chosen times. We collected
826k examples.

• Academic datasets: VQA v2 train (COCO 2014 sub-
set) [9], TextVQA train [29], OK-VQA train [19],
ChartQA train (human and augmented examples bal-
anced equally) [20], DocVQA train [21], Infograph-
icVQA train [22], AI2D train (transparent and opaque
label boxes) [13], A-OKVQA train [28], Android-
Control train [14], ScienceQA train [16], TabMWP
train [17], ST-VQA train [6], TallyQA train [3], DVQA
train [11], FigureQA train [12], and PlotQA train [23].

4. Evaluation

Vision-language model evaluation is evolving rapidly, with
new academic benchmarks constantly appearing. These
benchmarks work well for evaluating specific skills, but do-
ing well on them often requires answering questions in a
benchmark-specific style. These answers are often short
and do not work well in a conversational setting. As a result,
academic benchmarks provide only a partial picture of how
a model performs. To complement these benchmarks, we
perform a human evaluation that allows us to rank models
according to user preference.

For academic benchmarking, we attempted to collect re-
sults for all models on a set of 11 commonly used academic
benchmarks.1 We prioritized using numbers published by
the authors themselves when they were available, but many
were missing. When results were not available, we at-
tempted to find the best previously reported values from
other technical reports or from public leaderboards, such
as the OpenVLM Leaderboard. Finally, if a value was still

1AI2D test, ChartQA test, VQA v2 test, DocVQA test, Infograph-
icVQA test, TextVQA val, RealWorldQA [2], MMMU val [34], Math-
Vista testmini [18], CountBenchQA [5], Flickr Count (we collected this
new dataset that is significantly harder than CountBenchQA).



Figure 3. VLM Openness Comparison. We characterize the openness of VLMs based on two attributes (open weights, open data and
code) across three model components (the VLM and its two pre-trained components, the LLM backbone and the vision encoder). In
addition to open vs. closed, we use the ”distilled” label to indicate that the data used to train the VLM includes images and text generated
by a different, proprietary VLM, meaning that the model cannot be reproduced without a dependency on the proprietary VLM.

missing, we computed it ourselves. We note that computing
results is difficult in practice. For a fixed model, results on
a given benchmark can vary by a large amount (e.g., 10 per-
centage points) depending on the details of how it was eval-
uated. Further complicating matters, in many cases, criti-
cal evaluation details, such as what prompts were used or
how the data was processed, may not be available, making
it difficult to reproduce published results. These issues un-
derscore the importance of open evaluation.

We also avoid making a strong distinction between

claimed “zero-shot” performance (often reported for
closed-data models) and the supervised performance of
models that explicitly train on benchmark training sets. The
distinction between supervised training and zero-shot trans-
fer is fuzzy since one can curate new data sources that serve
as effective proxies for any given benchmark’s literal train-
ing data. When training data is not disclosed, the commu-
nity has no means of evaluating zero-shot transfer claims.

For our human evaluation, we collected a diverse set of
15k image and text prompt pairs and queried a set of VLMs
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API call only
GPT-4V 89.4 78.1 77.2 87.2 75.1 78.0 61.4 63.1 58.1 69.9 45.0 71.1
GPT-4o-0513 94.2 85.7 78.7 92.8 79.2 77.4 75.4 69.1 63.8 87.9 59.6 78.5
Gemini 1.5 Flash 91.7 85.4 80.1 89.9 75.3 78.7 67.5 56.1 58.4 81.6 61.1 75.1
Gemini 1.5 Pro 94.4 87.2 80.2 93.1 81.0 78.7 70.4 62.2 63.9 85.8 64.3 78.3
Claude-3 Haiku 86.7 81.7 68.4 88.8 56.1 67.3 45.5 50.2 46.4 83.0 43.9 65.3
Claude-3 Opus 88.1 80.8 66.3 89.3 55.6 67.5 49.8 59.4 50.5 83.6 43.3 66.7
Claude-3.5 Sonnet 94.7 90.8 70.7 95.2 74.3 74.1 60.1 68.3 67.7 89.7 58.3 76.7

Open weights only
PaliGemma-mix-3B 72.3 33.7 76.3 31.3 21.4 56.0 55.2 34.9 28.7 80.6 60.0 50.0
Phi3.5-Vision-4B 78.1 81.8 75.7 69.3 36.6 72.0 53.6 43.0 43.9 64.6 38.3 59.7
Qwen2-VL-7B 83.0 83.0 82.9 94.5 76.5 84.3 70.1 54.1 58.2 76.5 48.0 73.7
Qwen2-VL-72B 88.1 88.3 81.9 96.5 84.5 85.5 77.8 64.5 70.5 80.4 55.7 79.4
InternVL2-8B 83.8 83.3 76.7 91.6 74.8 77.4 64.2 51.2 58.3 57.8 43.9 69.4
InternVL2-LLaMa-3-76B 87.6 88.4 85.6 94.1 82.0 84.4 72.7 58.2 65.5 74.7 54.6 77.1
Pixtral-12B 79.0 81.8 80.2 90.7 50.8 75.7 65.4 52.5 58.0 78.8 51.7 69.5

Open weights + data († distilled)
LLaVA-1.5-7B 55.5 17.8 78.5 28.1 25.8 58.2 54.8 35.7 25.6 40.1 27.6 40.7
LLaVA-1.5-13B 61.1 18.2 80.0 30.3 29.4 61.3 55.3 37.0 27.7 47.1 35.2 43.9
xGen-MM-interleave-4B† 74.2 60.0 81.5 61.4 31.5 71.0 61.2 41.1 40.5 81.9 50.2 59.5
Cambrian-1-8B† 73.0 73.3 81.2 77.8 41.6 71.7 64.2 42.7 49.0 76.4 46.6 63.4
Cambrian-1-34B† 79.7 75.6 83.8 75.5 46.0 76.7 67.8 49.7 53.2 75.6 50.7 66.8
LLaVA OneVision-7B† 81.4 80.0 84.0 87.5 68.8 78.3 66.3 48.8 63.2 78.8 54.4 72.0
LLaVA OneVision-72B† 85.6 83.7 85.2 91.3 74.9 80.5 71.9 56.8 67.5 84.3 60.7 76.6

The Molmo family: Open weights, Open data, Open training code, Open evaluations
MolmoE-1B 86.4 78.0 83.9 77.7 53.9 78.8 60.4 34.9 34.0 87.2 79.6 68.6
Molmo-7B-O 90.7 80.4 85.3 90.8 70.0 80.4 67.5 39.3 44.5 89.0 83.3 74.6
Molmo-7B-D 93.2 84.1 85.6 92.2 72.6 81.7 70.7 45.3 51.6 88.5 84.8 77.3
Molmo-72B 96.3 87.3 86.5 93.5 81.9 83.1 75.2 54.1 58.6 91.2 85.2 81.2

Table 1. Academic benchmark results covering ten commonly used datasets plus one newly collected counting benchmark, Flickr Count,
which focuses on counting in more challenging natural images than CountBenchQA. We organize models into four groups: (top) proprietary
models that can only be accessed through API calls, (upper middle) models with released weights but closed data, (lower middle) models
with released weights and released training data, noting that some of these distill (†) from other models by training on synthetic data
generated by proprietary VLMs, and (bottom) the Molmo family of models.

for responses. We then sampled and presented the resulting
image-text-response triplets for all VLM pairings to a set of
∼870 human annotators who gave pairwise preference rank-
ings. Across all pairs of models, we collected greater than
325k preference ratings (∼450 matches per model pair).
From these preference rankings, we calculated an Elo rank-
ing using the Bradley-Terry model following the methodol-
ogy of LMSYS Org’s Chatbot Arena [1].

Broadly speaking, the academic benchmark results and
human evaluation strongly agree, with the exception of
Qwen2-VL [31], which performs strongly on the academic
benchmarks and comparatively underperforms in the human
evaluation. We highlight a few key results:

• Our most efficient model, MolmoE-1B, based on
the OLMoE-1B-7B mixture-of-experts LLM, nearly

matches the performance of GPT-4V on both academic
benchmarks and Elo.

• Our OLMo-7B-1024 and Qwen2 7B based models per-
form comfortably between GPT-4V and GPT-4o on both
academic benchmarks and the Elo ranking.

• Our best-in-class Qwen2 72B based model achieves the
highest academic benchmark score and ranks second in
Elo, just behind GPT-4o.

• Our best model outperforms many state-of-the-art pro-
prietary systems, including Gemini 1.5 Pro and Flash
and Claude 3.5 Sonnet.

• To highlight Molmo’s potential for action we tested
Molmo-72B on AndroidControl [14] where it achieved
88.7% low-level accuracy and 69.0% high-level accu-
racy, comparing well to the results of 83.2% and 70.8%
reported in [14].
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Figure 4. Our Elo human preference evaluations used 15k image and text prompt pairs. We queried each VLM for responses, and presented
the resulting image-text-response triplets for all VLM pairings to a set of ∼870 human annotators who gave pairwise preference rankings,
for a total of 325k pairwise comparisons across 27 models, making it the biggest human preference evaluation for multimodal models to
date. As a reference, our ELO rankings are based on 3× more votes than Chatbot Arena (LMSYS) for vision models.

5. Release Plan
Our first release on September 25, 2024 includes a demo,
inference code, and the following model weights:

• MolmoE-1B using the fully open OLMoE-1B-7B
mixture-of-experts LLM

• Molmo-7B-O using the fully open OLMo-7B-1024
LLM (an October 2024 pre-release, to be public later)

• Molmo-7B-D, our demo model, using the open-weight
Qwen2 7B LLM

• Molmo-72B, our best performing model, using the
open-weight Qwen2 72B LLM

Building upon this work, soon we’ll be releasing:
• A more detailed version of this technical report
• All PixMo datasets
• Updated model weights
• Training and evaluation code
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